TOPIC:

On DALL-E - Creating images from text

**Abstract**

Using a trained neural network on a wide range of pictures this model can produce high-resolution pictures from the text we provide.

As a result, we get to save a lot of time and every image produced will be unique, and will provide the authors permission to share the image without the copyright issue, because the image will be theirs, even if they use DALL-E API.
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**INTRODUCTION**

**Overview**

DALL-E is an image generation project that has been utilized by [OPEN AI.](http://openai.com) It can generate images totally from scratch and is able to do this just by getting input in a text form from any user. It’s recognized that work involving generative models has the potential for significant, broad societal impacts. In the future, Open AI employees said, they will consider the relationship between the models like DALL-E and societal issues like economic impact on certain work processes and professions, the likelihood of bias in model results, and the longer-term ethical issues this technology raises.

**History & Background**

The name of the software is a combination of the surrealist Spanish artist Salvador Dali and the name of the animated robot character WALL-E from the Pixar film series. We currently have two versions of DALL-E, and neither of their source code is released in public, though we have other projects like Stable-Diffusion as an open source project which was trained using unfiltered data in the internet, and the implementation is available in the [huggingface](http://huggingface.co) platform.

**CONCLUSION & IMPLICATION IN PUBLIC ADMINISTRATION**

Here are some of the points I think should be considered when we start using the project and giving it out to the public with other open-source projects like this:

* Rejecting image submissions with realistic faces and attempts to imitate famous people and important political leaders will help to reduce the chance that DALLE will be used to create misleading information.
* Making our content filters more precise to improve their ability to prevent picture uploads and prompts that are against our content policy while still allowing for creative expression.
* Improving human and automated monitoring mechanisms to prevent abuse.
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